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Overview Divergence Frontiers Main Results
e [ he spectacular success of deep generative models calls for quan- Divergence frontiers (Djolonga et al. '20). Define the mixture Statistical error. Assume P and Q are discrete with support size
titative tools to measure their performance. Ry= AP+ (1 —N)Q. Let k. With probability at least 1 —
e Divergence frontiers have recently been proposed as an evalu-
ation framework for generative models. In practice, they are esti- F(P,Q) = {(KL(Q||Ry),KL(P||R))) : A€ (0,1)}. log 1/(5 k
mated from data via quantization and empirical estimation. ‘FI P,, Qn — FI(P, Q

e We establish non-asymptotic bounds for the estimation proce- Statistical summary.
dure, characterizing the sample complexity of divergence frontiers. e The linearized cost (A-skew Jensen-Shannon divergence) Total error. For arbitrary P and () and any k, there exists a
partition S;. of size k such that

LA(P,Q) = AKL(P||Ry) + (1 — A)KL(Q|| R»).
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High quality but low variety Low quality but high variety FI(P,Q) = 2/ L(P,Q)dA. Smoothed estimators. Let Ps, ,,;, be the add-b estimator of Ps,.
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— Symmetric divergence, i.e., FI(P,Q) =0 iff P = Q). E |FI(Ps, 0, @s,.np) — FI(P, Q)| S bk E
— Taking values in |0, 1].
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...the techniques we used when cleaning ...the techniques we used when cleaning
out my mom'’s fabric stash last week... out my mom'’s fabric stash last week...
Next, you need to get a small, sharp | had a great deal of décor management >
knife. | like to use a small, sharp and was able to stash the excess KL(Q | ’ RA) Images (k‘ = 1024) Text (k= 2048)
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1. How to select the 2. Can we do better than the
T | t Type Il cost tization level k? i irical estimator? . . . . .
yperees P: real data distribution P ranton e s e Code available at https://github.com/langliu95/divergence-frontier-bounds.
KL(Q||P) Q: generated data distribution KL(P||Q) 3. How many data are needed to achieve a good accuracy?
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